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I. SUPPORT VECTOR MACHINES

In Section 2 – Support Vector Machines – there is an error
about Cover Theorem. While the paper states:

“This approach is based on Cover Theorem, which
states that an feature space with non-linearly sep-
arable data can be mapped with high probability
into an input space where the data is linearly
separable, provided that the mapping is non-linear
and the feature space dimension is high enough
[2]”,

the right statement would be:
“This approach is based on Cover Theorem, which
states that an input space with non-linearly separa-
ble data can be mapped with high probability into
a feature space where the data is linearly separable,
provided that the mapping is non-linear and the
feature space dimension is high enough [2]”.

II. LEAST-SQUARES SUPPORT VECTOR MACHINES

In Section 3 – Least-Squares Support Vector Machines
– there is an error in the equation that presents LS-SVM
formulation. The Equation that is given by

“min J2(w, b, e) =
1
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ξ2i ”,

should be given by

“min J2(w, b, ξ) =
1

2
〈w ·w〉+ C

2

N∑
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ξ2i ”.

Also, the equality constrainsts for LS-SVM stated as

“yk[〈w · ϕ(xi)〉+ b] = 1− ξi, i = 1, · · · , N”,

should be given by

“yi[〈w · ϕ(xi)〉+ b] = 1− ξi, i = 1, · · · , N”,

with yi instead of yk. The same indexing error occurs in
“Recurrent LS-SVM (RLS-SVM) is mostly ap-
plied to time series forecasting [7]. The idea is
to consider as data a series of input data uk and
a series of output data yk and an autonomous
recurrent model such as

ŷk = f(ŷi−1, ŷi−2, ..., ŷi−p)”,

which must be
“Recurrent LS-SVM (RLS-SVM) is mostly ap-
plied to time series forecasting [7]. The idea is
to consider as data a series of input data ui and
a series of output data yi and an autonomous
recurrent model such as

ŷi = f(ŷi−1, ŷi−2, ..., ŷi−p)”,

and in the footnote, which states
“In our notation, [yk−1, yk−2, · · · , yk−p] is, there-
fore, equivalent to xi in the SVM model input.”

and should be
“In our notation, [yi−1, yi−2, · · · , yi−p] is, there-
fore, equivalent to xi in the SVM model input.”


